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ABSTRACT 1 INTRODUCTION

The use of Amazon’s virtual assistant Alexa in controlling smart
home devices is on the rise. The convenience provided by an Alexa-
enabled device comes at the cost of Alexa service’s voice recording
and storage behavior, raising privacy concerns. Amazon claims to
record and store voice data in the cloud only when the wake word
is spoken. However, Alexa records user’s voice even at times when
the wake word is not used. Though short, these recordings can
potentially contain a sensitive conversation between individuals.
Anyone in the possession of the Amazon Alexa mobile applica-
tion with which the smart device is registered, can access these
recordings.

This paper aims to investigate Alexa users’ understanding and
awareness of its voice recording and storage behavior. We con-
ducted an Amazon Turk study on 113 Amazon Echo owners. Our
results show that 91% of the participants had at-least one instance
of unintended voice recording. 53.09% of our participants reported
that a subset of these unlabeled recordings did not contain any
voice commands. Although a majority of the participants (64.6%)
were aware that Alexa stores data in Amazon cloud, the participants
lacked awareness of 1) intended and unintended voice data being
recorded and stored, 2) entities who can potentially access these
voice recordings, and 3) voice recording deletion. Having techni-
cal/CS background did not influence the participants responses.
However, the participants who were strongly concerned about pri-
vacy (fundamentalists) seemed to have a better understanding of
Alexa’s voice recording storage behavior.
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Virtual assistants have gained popularity over the recent years.
These artificial intelligence companions are playing an important
role in our daily life by performing tasks such as checking weather,
playing music, or setting reminders etc in response to simple voice
commands. Some of the popular virtual assistants include Ama-
zon’s Alexa, Apple’s Siri, Google’s Assistant, Microsoft’s Cortana,
and Samsung’s Bixby. Alexa has integration with third-party appli-
cations like uber [16] and unlike other virtual assistants contains
around 15000+ skills [11].

With the growing adoption of internet of things (IoT), virtual
assistants are now being embedded in home devices. These assis-
tants are being used to control items around the house—from light
bulbs to coffee makers—all with a simple voice command. One such
virtual assistant-enabled device is a smart speaker. Popular smart
speakers include Amazon’s Alexa powered Echo [5, 20].

Smart speakers and other speech-activated devices provide sev-
eral convenience and benefits. However, they also raise numerous
privacy concerns. In 2015, Samsung’s microphone-enabled SmartTV
was reported to be “always on" in violation of federal wiretapping
laws. Samsung’s Privacy Policy warned that sensitive conversa-
tions might be swept up and transmitted to third-parties as part of
the TV’s voice controlled search function. Amazon Alexa’s design
emphasizes user awareness, consent-based features, user control
over the device, and incorporates the following emerging privacy-
conscious practices stated in [6]:

1. Amazon’s terms of use clearly state that Alexa stores voice com-
mands as text and voice recording on Amazon cloud. These record-
ings are used to improve the quality of Alexa. Amazon claims that it
does not collect or disclose recorded voice data (or text translations)
beyond what the user reasonably expects by stating that the voice
is only recorded when the wake word is used to activate Alexa [3].
2. Alexa-enabled device provides visual cues to indicate voice record-
ing/transmission.

3. The hard on/off switch on the Alexa-enabled device can be used
to disable the microphone to give user control over the device.

4. The device owner can view these recordings from their Alexa
mobile application and has the option to delete them [4].

We observed that there are instances when Alexa records voice
even when the wake word is not spoken. These instances can occur
due to virtual assistant’s misinterpretation of a spoken word with
its wake word and could potentially contain sensitive information.
The unintended voice recordings can be found in the history section
inside Alexa application’s settings tab and are titled “Text not avail-
able. Click to play recording” (see Figure 1(a)). Thus, any person who
has access to the smart device owner’s Alexa mobile application can
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view/listen to the previous voice commands given to Alexa and ad-
ditionally, the unintended voice recordings. Alexa’s terms of use do
not mention unintended voice recording. Moreover, no visual cues
are provided to indicate unintended voice recording/transmission.
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Figure 1: Voice command history inside Alexa application

The occurrence of these unintended voice recordings motivated
us to investigate Alexa users’ understanding and awareness of
the virtual assistant’s voice recording and storage behavior. More
specifically, we are interested in answering the following research
questions:

RQ1 Are Alexa users aware that their voice commands are stored
on Amazon cloud?

RQ2 Do Alexa users understand who can access their voice record-
ings and how to delete them?

RQ3 Do Alexa users have unintended voice recording instances
where Alexa records voice in the background and stores
them as commands?

RQ4 Do Alexa users consider Alexa’s unintended voice recording
behavior a privacy concern?

Existing security and privacy research on virtual assistants and
other microphone-enabled devices have proposed potential un-
intended voice recording as a privacy and security concern [7].
McRenyolds et al. have interviewed parents and children to un-
derstand user mental models and privacy concerns for internet-
connected toys [15]. However, to the best of our knowledge no work
investigates user awareness and concerns of Alexa’s unintended
voice recording.

We conduct a user study on the crowdsourcing website, Ama-
zon Mechanical Turk ! to investigate our research questions. Our
results show that although a majority of the participants (64.6%)

Thttps://www.mturk.com
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were aware that Alexa stores data in Amazon cloud, the partici-
pants lacked awareness of 1) intended and unintended voice data
being recorded and stored, 2) entities who can potentially access
these voice recordings, and 3) voice recording deletion. Having tech-
nical/CS background did not influence the participant responses.
However, the participants who were strongly concerned about pri-
vacy (fundamentalists) seemed to have a better understanding of
Alexa’s voice recording storage and access behavior. 91% of the
participants had at-least one instance of unintended voice record-
ing. 52% of the participants considered Alexa’s unintended voice
recordings a privacy concern.

The rest of this paper is organized as follows. Section 2 describes
Amazon Alexa’s architecture and its terms of use on voice record-
ing. Section 3 discusses the related work. Section 4 describes our
methodology including the user study design and results. Section
5 discusses the results and presents the limitations of our work.
Finally, Section 6 presents our conclusions.

2 AMAZON ALEXA
2.1 Architecture

The main components of Amazon Alexa’s architecture can be
grouped into two categories, i.e., the client side and the cloud side.
1. Client Side: The client side comprises of two endpoints:

e An Alexa-enabled device such as Amazon Echo.

e A companion application that needs to be installed on the
user’s mobile device. This application can be used to register
smart home devices, add skills, and to view, listen, and delete
voice command history.

2. Cloud Side: The cloud side consists of the virtual assistant Alexa
that operates in Amazon’s cloud environment. When the user says
the wake word e.g., “Alexa’, their voice command is recorded and
sent for processing and storage to the Amazon cloud. Figure 2
shows the Amazon Alexa’s architecture.

2.2 Voice Recordings

2.2.1 Storage. Amazon’s Terms, Warranties, and Notices document
[3] states that when a user speaks to Alexa, a recording of what
they asked Alexa is sent to Amazon’s cloud where the request is
processed along with other information to respond to the user. For
example, if a user asks “Alexa, play top hits on Amazon Music",
the recording of the request is used along with the information
from Amazon Music to play top hits. Amazon’s terms also state
that by default, Echo devices are designed to only detect the user’s
chosen wake word (Alexa, Amazon, Computer or Echo). The device
detects the wake word by identifying acoustic patterns that match
the wake word. No audio is stored or sent to the cloud unless the
device detects the wake word (or Alexa is activated by pressing a
button).

While the Alexa application might store certain data (e.g., map
data to improve the performance) locally, it does not store any voice
recordings.

2.2.2  Review and Deletion. Users can review the voice recordings
associated with their account and delete these voice recordings one
by one (See Figure 1(b)) or all at once by either visiting Settings
> Alexa Account > Alexa Privacy in the Alexa application or by
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Figure 2: Amazon Alexa’s Architecture

visiting Alexa’s privacy website [4]. Users can also review these
voice recordings by visiting Settings > Alexa Account > History
in the Alexa application and delete them all at once for each of the
Alexa-enabled products by visiting the website for managing Alexa
content and devices [1].

2.3 Alexa Skills

Users can view and enable skills (voice-driven Alexa capabilities)
in their Alexa application or by voice. When the user uses a skill,
related information may be exchanged with the developer of that
skill, such as user’s answers when playing a trivia skill, user’s ZIP
code when asking for the weather, or the content of user’s requests.

3 RELATED WORK

The literature most related to our work falls into four categories 1)
Privacy concerns related to virtual assistants 2) User mental models
and opinions of virtual assistants 3) MTurk surveys of user attitudes
towards privacy and 4) Uses of Westin Privacy Index.

3.1 Privacy concerns related to virtual
assistants

User interaction with virtual assistants constantly generates voice
data that gets stored in the cloud. Gray [6] provides a compre-
hensive overview of the privacy implications of having always-on
microphone-enabled devices. These include biometric identifica-
tion and one and two party consent. The author also discusses
privacy-conscious practices to alleviate these privacy concerns.
These practices include 1) providing visual cues that clearly indi-
cate when the device is recording and/or transmitting information,
2) use limitation, and 3) the ability to access and delete stored voice
data. Pfeifle [17] states an additional threat to user privacy—that
the law enforcement can use such devices in new ways that users
are not prepared for during investigations.

Recently, Amazon introduced Alexa skills kit platform to enable
developers to build voice-driven capabilities, called skills, for Alexa.
AlHadlaq et al. [2] analyzed the privacy policies set up by the

developers for all Alexa skills available on Amazon. They found
out that 75% of the skills lack a privacy policy that describes the
use and distribution of customer’s personal information.

3.2 User mental models and opinions of virtual
assistants

McRenyolds et al. [15] have investigated user mental models and
privacy expectations of Internet-connected toys such as “Hello Bar-
bie". These toys are microphone-enabled and use speech recognition
to respond to questions and answers. The authors’ interviews with
parents show that many parents voiced privacy concerns and were
sensitive to the issues surrounding monitoring what their child
does with the toy as well as what data would be recorded and re-
tained by the company. The authors also interviewed the children
and found out that the children were not aware that the toys were
recording or that the recordings were accessible to their parents.

3.3 MTurk surveys of user attitudes towards
privacy

Amazon Mechanical Turk (MTurk) is a crowdsourcing platform
widely used to conduct behavioral research, including studies of
online privacy and security. Lee et al. [13] surveyed 200 participants
over MTurk on hypothetical IoT scenarios to identify contextual
parameters that are associated with higher or lower acceptance of
sensor tracking in IoT environments. Kang et al. [9] conducted an
MTurk-based survey of how users manage their personal informa-
tion online and what are their policy preferences about anonymity.
Their results show that Indian MTurk workers are much less con-
cerned than American workers about their privacy and more tol-
erant of government monitoring. We draw our sample from the
United States. Kelley [10] conducted MTurk-based studies on user
attitudes and perceptions related to phishing, targeted advertising,
and privacy labels.

MTurk has also been used to investigate privacy issues related
to social media. Wang et al. [19] investigated American, Chinese,
and Indian social networking site (SNS) users’ privacy attitudes and
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practices using MTurk-based survey. Their analysis showed that
American respondents were the most privacy concerned, followed
by the Chinese and Indians. Liu et al. [14] conducted an MTurk-
based study to investigate the disparity between Facebook users’
desired and actual privacy settings and found that the privacy
settings match users’ expectations only 37% of the time.

3.4 Uses of Westin Privacy Index

Several studies have investigated the correlation between the Westin
categories (fundamentalist, pragmatist, and unconcerned) and ac-
tual or intended behaviors. Woodruff et al. [21] conducted a study
to understand the behavioral intentions and consequences of users
with respect to their Westin privacy index. They found no cor-
relation between the Westin categories and behavioral intent, as
well as between the Westin categories and consequences. Similarly,
Jensen et al. [8] investigated privacy practices of Internet users.
They observed that Westin “privacy fundamentalists", do not ap-
pear to form a cohesive group for privacy-related decision making.
On the other hand, a study on Snapchat showed that privacy uncon-
cerned respondents are slightly more likely to send “photos/videos
of themselves" (62.5%) than Pragmatists (31%) or Fundamentalists
(28%) [18]. We are interested in investigating if there is any correla-
tion between Westin categories and participant understanding and
awareness of Alexa’s voice recording behavior.

4 RESEARCH METHODOLOGY

To address our research questions regarding user understanding
and awareness of Alexa’s voice recording behavior, we formulate
the following hypotheses:

H1 Users lack comprehension of Alexa’s voice recording storage,
access, and deletion practices

H2 Alexa records voice in the background even when no wake
word is spoken

H3 Users consider Alexa’s unintended voice recording a privacy
concern

4.1 Study Design

To evaluate our hypotheses, we designed a survey-based user study
focused on the virtual assistant Alexa. Our survey (see Appendix)
is comprised of the following sections:

1. Screening question: Since we required participants who owned
an Alexa-enabled smart device, more specifically a smart speaker
(Echo and its newer versions), we filtered participants who did not
own such a device. To ensure that the participants owned an Alexa-
enabled device, they were required to go to their Alexa application’s
settings and report the software version used.

2. Demographics and virtual assistant usage: The eligible par-
ticipants first answered questions about their demographic back-
ground. We also asked the participants which other virtual assis-
tants they used and how long they have used it.

3. Knowledge about virtual assistant’s data recording stor-
age, access, and deletion behavior: The next section of the sur-
vey asked the participants about their perceptions related to what
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data (if any) is collected by the virtual assistant and where is this
data stored. The participants also specified who has access to this
data. Lastly, participants stated if they can delete the stored data
and if so how.

4. Awareness and perceptions about virtual assistant’s unin-
tended voice recording: In this section, we asked the participants
to go through the history tab from the settings menu of their Alexa
application and locate recordings (within the last three months)
that were titled “Text not available. Click to play recording”. From
here onwards, we refer to these recordings as unlabeled record-
ings. The three month time period was chosen to make it easier
for participants to calculate the approximate number of unlabeled
recordings. The participants were asked to report the approximate
number of such recordings. To ensure that such instances existed
in a participant’s Alexa application, they were asked to provide a
screenshot of one such instance (similar to Figure 1(a)) by clicking
on it. These screenshots did not contain any visible private informa-
tion. If the participants had instances of unlabeled recordings, they
were instructed to listen to a few of them. The participants then
reported on the percentage of such recordings that were not voice
commands and the kind of information present in those recordings.
Each participant expressed their level of surprise after they learnt
about these recordings and whether they considered this a privacy
issue.

5. Westin’s privacy classification: Finally, the participants an-
swered three questions (Q.11 in Appendix A.4) [12] to be classified
into one of the three categories:

(1) Fundamentalists - Strongly concerned about privacy
(2) Pragmatists - Moderately concerned about privacy
(3) Unconcerned -Unconcerned about privacy

The study was set up as a Human Intelligence Task (HIT) on
Amazon Mechanical Turk and was approved by our institution’s
human subjects review board (IRB). We did not seek to elicit private
information from the participants, and only asked questions about
their perceptions and facts. To ensure that we receive meaningful
data, we added attention-check questions in the survey, in addi-
tion to the Alexa-enabled device ownership verification questions.
Moreover, in order to qualify for the HIT, the workers were re-
quired to have a minimum HIT acceptance rate of 96%. The average
completion time for the task was 15-20 minutes. Each participant
was paid $0.50 for their time.

4.2 Results

4.2.1 Participant Demographics: A total of 150 participants
from the United States completed the HIT between 1st September
2018 and 1st October 2018. After filtering the responses based on
attention-check and device verification questions, the remaining
number of responses were 113. A majority of the participants were
male, aged between 20 and 30 years. More than 50% of our partici-
pants were white and had atleast 4 years of college education. 52%
of the participants did not have a Computer Science or technical
background, and had used an Alexa-enabled device for less than a
year. Table 1 shows our participant demographics.
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% of
participants
18-20 4.28
20-30 45.71
Age 30-40 37.85
40-50 7.14
50-60 3.5
60 and above 1.42
Male 60.71
Gender Female 39.28
White 67.14
Hispanic 7.85
Asian 13.57
Ethnicity Black 7.85
Hawaiian 0.71
Native 1.42
Decline to answer 1.42
High School 8.57
2 years of college 18.57
Education 4 years of college 50.71
> 4 years of college  20.71
Decline to answer 1.42
Yes 47.14
CS Background No -
Westin’s Privacy Fundamer‘ltalist 19.28
Index Pragmatist 74.28
Unconcerned 6.42
0 - 6 months 12.85
Duration of Alexa 6 months - 1 year 44.28
use 1 year - 2 years 30.71
2 year - 3 years 9.28

More than 3 years ~ 2.85
Table 1: Participant Demographics

We classified our participants based on Westin’s privacy index
using their responses to the Westin questions. 19.28% of our partic-
ipants were fundamentalists, 74.28% were pragmatists, and 6.42%
were unconcerned. Therefore, a majority of our participants (prag-
matists) were moderately concerned about privacy.

Figure 3(a) shows the tasks for which our participants used Alexa.
The top three tasks included setting reminders and alarms, getting
information such as current weather, and listening to music and
audiobooks.

4.2.2 Hypothesis 1: Our first hypothesis tests whether users
have incorrect perceptions about Alexa’s voice recording storage,
access, and deletion practices. Table 2 summarizes the percentage
of participants who correctly answered questions regarding Alexa’s
voice recording storage, access, and deletion.

Voice Recording Storage . We were interested in understand-
ing what percentage of the participants are aware that their voice
commands are being recorded and stored on Amazon cloud.

For this purpose, we first looked at the participant responses to
the following question: In your opinion, does Amazon Alexa store

any data? If yes, what data?. We coded the participants’ responses
manually. All responses containing words/sentences with mean-
ing similar to voice commands were marked as correct responses.
These responses included words such as voice, recording(s), com-
mand(s), and conversation(s). Overall only 36.28% of the participants
reported that Alexa stores their voice commands. 1-sample propor-
tions test (binomial test) with continuity correction (y? = 7.9646, df
= 1, p-value =0.0023) showed that less than 50% of the participants
had knowledge about Alexa’s voice recording storage. Next, we
analyzed if there is a difference in the perceptions of participants
who have CS/technical background and those who do not. Only
34.14% of participants who had CS/technical background reported
that Alexa stores voice commands, whereas 36.61% of participants
who had no CS/technical background reported that Alexa stores
voice commands. Pearson’s Chi-squared test ()(2 =0.62237,df = 2,
p-value = 0.7326) showed no significant differences between the
responses of the two groups. We also analyzed whether there is
a difference between the perceptions of participants who are con-
cerned about privacy and those who are not. For this purpose, we
used participants’ Westin’s privacy index. 55.5% of fundamental-
ists, 44.4% of unconcerned, and 21.1% of pragmatists reported that
Alexa stores voice commands. Pearson’s Chi-squared test (y? =
7.1906, df = 2, p-value = 0.02745) showed a significant difference
between the responses of the three groups. Pairwise comparisons
showed the largest difference occurred between fundamentalists
and pragmatists.

To understand if participants are aware of the location where the
data recorded by Alexa is being stored, we analyzed participants’
response for the location of the type of data (stored by Alexa) they
reported earlier. Once again, we coded the participants responses
manually. All responses containing words/sentences with meaning
similar to Amazon Cloud were marked as correct responses. These
responses included words such as Amazon cloud, cloud, Amazon
Server(s), Amazon. Overall, 64.6% of the participants reported that
Alexa stores their data on Amazon cloud. Binomial test (y? = 9.0619,
df = 1, p-value =0.00261) showed that the more than 50% of the
participants had knowledge about Alexa’s voice recording storage
location. 60.9% of participants who had CS/technical background
reported that Alexa stores data in Amazon cloud, whereas 66.1% of
participants with no CS/technical background reported that Alexa
stores data in Amazon cloud. Pearson’s Chi-squared test (y? =
2.0783, df = 2, p-value = 0.3538) showed no significant differences
between the responses of the two groups. Similarly, 85.18% of the
fundamentalists, 55.5% of unconcerned, and 43.26% of the pragma-
tists reported that Alexa stores data in Amazon cloud. Pearson’s
Chi-squared test (y? = 6.6462, df = 2, p-value = 0.03604) showed a
significant difference between the responses of the three groups.
Once again, the pairwise comparisons showed the largest difference
occurred between fundamentalists and pragmatists.

Voice Recording Access . We investigated participants’ under-
standing of who can access the data stored by Amazon Alexa. For
this purpose, we looked at the participant responses to the ques-
tion: In your opinion, which persons/entities can potentially access this
data?. Once again we coded the participant responses manually. Re-
sponses that included wording similar to Amazon or anyone who has
access to Alexa-enabled device owner’s mobile application/Amazon
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Figure 3: Participant responses for Alexa use and feelings towards unintended voice recordings

account were labeled as correct responses. Overall, 28.31% of the
participants correctly answered this question. Binomial test (y? =
20.389, df = 1, p-value =3.159€_06) showed that the less than 50% of
the participants had knowledge about entities who can access data
stored by Amazon Alexa.

Analysis with respect to CS/technical background showed that
31.7% of the participants with CS/technical background and 26.7%
of participants with no CS/technical background answered the
data access question correctly. However, Pearson’s Chi-squared
test (y2 = 0.71191, df = 2, p-value = 0.7005) showed no significant
differences between the responses of the two groups.Analysis with
respect to Westin’s privacy index showed that 33.3% of the fun-
damentalists, 11.1% of unconcerned, and 25% of the pragmatists
answered the question correctly. However, Pearson’s Chi-squared
test (y% = 1.3211, df = 2, p-value = 0.5166) showed no significant
difference between the responses of the three groups.

Voice Recording Deletion . To assess participants’ understand-
ing regarding deletion of the data stored by Amazon Alexa, we
looked at participant responses to the question: In your opinion, can
you delete the data stored by Amazon Alexa?. The possible responses
were Yes, No, and I Don’t Know, with the correct answer being "Yes".
Overall, only 16.8% of the participants correctly answered this ques-
tion. Binomial test ()(2 = 48.46, df = 1, p-value :1.685e_12) showed
that less than 50% of the participants had knowledge that the data
stored by Alexa can be deleted.

Analysis with respect to CS/technical background showed that
12.1% of participants who had CS/technical background correctly
answered that they can delete the data. Whereas, 19.7% of partic-
ipants with no CS/technical background answered the data dele-
tion question correctly. However, Pearson’s Chi-squared test (y? =
1.2557, df = 2, p-value = 0.5337) showed no significant differences
between the responses of the two groups. Analysis with respect

to Westin privacy index showed that 18.5% of the fundamental-
ists, 37.5% of unconcerned, and 14.1% of the pragmatists answered
the question correctly. However, Pearson’s Chi-squared test (y?
= 2.9135, df = 2, p-value = 0.233) showed no significant difference
between the responses of the three groups.

We also asked the participants how they will delete the data
retained by Alexa. The participant responses were coded manually.
Responses with wording similar to through the Alexa mobile ap-
plication, or through the Amazon website were marked as correct.
Binomial test ()(2 = 6.4796, df = 1, p-value =0.005456) showed that
only 18.5% of the participants correctly answered the question. Simi-
larly, 12.2% of participants with CS/technical background and 22.5%
of the participants with no CS/technical background answered the
question correctly with Pearson’s Chi-squared test (y? = 2.0669, df
= 2, p-value =0.3558) showing no difference between the responses
of the two groups. With regards to the privacy classification, 22.2%
of fundamentalist, 33.3% of unconcerned, and 15.3% of pragmatists
answered the question correctly. However, Pearson’s Chi-squared
test (y? = 2.6558, df = 2, p-value = 0.265) showed no significant
difference between the responses of the three groups.

4.2.3 Hypothesis 2: Our second hypothesis investigates whether
Alexa records voice in the background even when no command
is given. These voice recordings are unlabeled and do not display
the command given to Alexa in a text format. We were interested
in investigating whether our participants had at least one such
unlabeled voice recording in the three months (June 2018 - Sep-
tember 2018) prior to the time of participation. We requested the
participants to report the approximate number of such recordings.
91% of the participants had at-least one such instance. Binomial test
()(2 =74.903, df = 1, p-value < 2.2e-16) showed that more than 80%
of the participants had at least 1 instance of unintended recording,
with the average number of such instances per participant being
27.
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Storage

Access Deletion

What data Where is this

Who can access Can you delete How to delete

is stored?  data stored?  this data? this data? this data?
Overall 36.28% 64.6% 28.31% 16.8% 18.5%
Educational CS 34.14% 60.9% 31.7% 12.1% 12.2%
background Non-CS 36.61% 66.1% 26.7% 19.7% 22.5%
Privacy Fudamer.ltalists 55.5% 85.18% 33.33% 18.5% 22.2%
Index Pragmatists 21.1% 43.26% 25% 14.1% 15.3%
Unconcerned 44.4% 55.5% 11.1% 37.5% 33.3%

Table 2: Percentage of participants who correctly answered questions regarding Alexa’s voice recording storage, access, and

deletion

Further, we investigated if these unlabeled recordings contained
participants’ misinterpreted voice commands/wake word or some
other information. 53.09% of our participants reported that a subset
of these unlabeled recordings did not contain any voice commands
whereas 46.9% participants reported that the unlabeled recordings
only contained misinterpreted voice commands/wake words. How-
ever, Binomial test ()(2 = 0.31858, df = 1, p-value=0.2862) did not
show any significant difference between the participants having
unintended voice recording and those having legitimate but misin-
terpreted voice commands.

We asked the participants to report the type of information that
was recorded by Alexa. Below are the three categories of informa-
tion present in participant responses:

o Conversations over the phone or in-person
e Radio, TV sounds, or movie playing in the background
e Background noise

5.3% of our participants reported that all of their unlabeled record-
ings contained sensitive audio data, whereas 29.2% reported that
some of their unlabeled recordings contained sensitive audio data.

4.2.4 Hypothesis 3: Our third hypothesis investigates whether
participants considered Alexa’s voice recording behavior a privacy
concern. Participants were asked to report on a Likert scale whether
they considered Alexa’s voice recording behavior a privacy concern.
52% participants somewhat or strongly agreed to this Alexa behav-
ior as a privacy concern. However, Binomial test (y? = 0.14159, df
= 1, p-value = 0.6466) showed no significant difference between the
proportion of participants who considered this behavior a privacy
concern and those who did not.

Participants were also asked to report (on a scale of 0 to 100) on
how they felt after discovering the unlabeled recordings containing
information other than voice commands. Figure 3(b) shows the av-
erage ratings of participant feelings. The average participant rating
for being neutral was 34.23 whereas, the average ratings for being
surprised and shocked were 43.29 and 59.15 respectively. Therefore,
participants did seem to be concerned after discovering unintended
voice recordings. For example, one participant commented: “There
are 5 or 6 of my phone calls recorded, nothing really important but
it surprised me". Other participants expressed their concern upon
finding out that their private conversations were recorded: “This
is a little freaky. There were conversations with my wife, there was
us talking about the neighbors dog and shooting it because it was

barking, there was a recording of me snoring in the living room. a
bunch of other kinda private stuff".

5 DISCUSSION

Voice Recording Storage, Access, and Deletion : A majority of our
study participants (64.6%) were aware that Alexa stores data in
Amazon cloud. Since cloud is a buzzword, many participants proba-
bly have heard of this term from others. However, the participants
were not sure of the kinds of data (especially voice recordings)
are being stored in the cloud. Only 36.28% participants reported
that Alexa stores their voice commands in the cloud. Similarly, only
28.31% participants reported that Amazon and anyone else who has
access to participants’ Alexa mobile application can access their
voice recordings. Lastly, only 16.8% participants reported that they
can delete the voice recordings. Out of these participants, only
18.5% correctly answered how they can delete the data through the
Alexa mobile application or through Amazon’s website. Overall,
participants had the least knowledge about data deletion. Therefore,
they were unaware that they could check the history of their voice
commands, and that there was an option to delete voice recordings
from their Alexa application.

We observed that there was no correlation between technical/CS
background and comprehension. However, the participants who
were strongly concerned about privacy (fundamentalists) did seem
to have a better understanding that voice recordings are being
stored.

Unlabeled Voice Recordings : Our results showed that 91% of the
participants had instances of unlabeled voice recordings. 53% of
the participants reported that a subset of their unlabeled voice
recordings did not contain voice commands and included a sen-
sitive conversation. Therefore, contrary to its terms, Alexa does
record voice when the wake word is not provided. However, we did
not investigate the circumstances/scenarios when Alexa records
voice in the background unbeknownst to the user. Participants
were surprised and shocked to find out such instances from inside
their Alexa application and 52% of the participants considered this
behavior a privacy concern.

Limitations: Our study is not without limitations. We recruited
participants from the United States. Therefore, our results are not a
representative of Alexa users from all across the world. Moreover,
we did not have an equal number of participants from all age groups,
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genders, ethnic groups, educational backgrounds, and duration of
Alexa use. These demographic factors could have impacted the
results. For example, a majority of the participants were relatively
new users of Alexa, which could have impacted their understanding
and awareness.

6 CONCLUSION

We investigated user understanding and awareness of Alexa’s voice
recording behavior. Our results show that Alexa users have in-
stances where Alexa recorded their voice without their intention.
Users are also concerned about Alexa recording their voice at times
when they did not speak a wake word. However, they lack un-
derstanding that their voice recordings can be stored, accessed,
and deleted. Although information about how to review and delete
voice recordings is available to the users through their Alexa mobile
application, efforts need to be made to educate the users about it.
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A APPENDIX

A.1 Screening Question

(1) Which of the following virtual assistant(s) do you own/use?
O Amazon Echo, Echo Dot, Echo Show, Echo Spot, Echo Tap,
Echo Plus
O Google Now
O Google Home
O Siri
O Cortana
O Other
O None

A.2 Demographic and Virtual Assistant Usage

Questions
(1) Which age group do you belong to?
018-20
020-30
030 -40
040 -50
050 - 60

O 60 and above
O Decline to answer
(2) What is your gender?
O Male
O Female
O Other
O Decline to answer
(3) Which of the following best describes your highest achieved
education level?
O High school
O 2 years of college/ Associate Degree
O 4 years of college/ Undergraduate Degree
O More than 4 years of college/ Graduate Degree
O Decline to answer
(4) Do you have a college degree or work experience in computer
science, software development, web development, or similar
computer-related fields?
O Yes
O No
O Decline to answer
(5) What is your ethnicity?
O Asian
O American Indian or Alaska Native
O Hispanic, Latino, or Spanish origin
O White
O Black, African American
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O Native Hawaiian or Other Pacific Islander

O Some other race or origin

O Decline to answer

(6) Which of the following Alexa-enabled device(s) do you own?
O Amazon Echo

O Amazon Echo Dot

O Amazon Echo Plus

O Amazon Echo Show

O Amazon Echo Spot

O Amazon Tap

(7) How many apps/skills have you linked to your virtual assis-
tant?

(8) Please specify the duration of use of your Alexa-enabled
device(s)

O 0 - 6 months

O 6 months - 1 year

O 1 year - 2 years

O 2 years - 3 years

O More than 3 years

(9) What wake word do you use for your Alexa-enabled device?

(10) The following question is for verification purposes to deter-

mine that you own an Alexa-enabled device. You will only
be paid if you pass this validation check.
Please provide the 9 digit Device Software Version of your
Alexa-enabled device by following these steps:

(a) Open the application.

(b) Select Alexa Devices from the left menu.

(c) From the device list, select you Echo, Echo Dot, Echo Show,

Echo Spot, Echo Tap or Echo Plus device
(d) Scroll down to About and find the Device Software Version

(11) Please state briefly what tasks you normally use your Ama-

zon Alexa voice assistant for? e.g., turning on/off lights.

A.3 Alexa’s Data Recording Storage, Access,

and Deletion Behavior Related Questions

(1) In your opinion, does Amazon Alexa store any data? If yes,
what data?

(2) In your opinion, where does Amazon Alexa store the data
you specified?

(3) In your opinion, which persons/entities can potentially ac-
cess this data?

(4) In your opinion, can you delete the data stored by Amazon
Alexa?

O Yes

O No

O Iam not sure
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(5) Studies have shown that people do not pay attention to all
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questions in the surveys. This impacts the quality of the col-
lected data. In order to ensure that you are paying attention,
please select “Somewhat disagree" from the options below
O Strongly Agree

O Somewhat Agree

O Neither agree nor disagree

O Somewhat Disagree

O Strongly Disagree

Alexa’s Unintended Voice Recording
Awareness/Perceptions Questions

Open the Alexa application inside your smartphone. Select
settings from the bottom menu and then select History. Select
Filter by date and choose May 1st as the start date and Aug
1st as the end date. From the instances you see in the filtered
list, count the instances displaying “Text not available. Click
to play recording”. Approximately how many such instances
appeared in your app? Please write a numerical value

In order to verify that instances displaying "Text not avail-
able.Click to play recording” exist in your Alexa app, click
on ONLY ONE such instance and take a screenshot of the
window displaying it.

Note: You only need to take a screenshot of one of these
instances. This window does not contain any personal in-
formation, and we only need its screenshot to verify that
instances displaying “Text not available. Click to play record-
ing" exist in your Alexa app.

Listen to a few of the instances that display “Text not avail-
able. Click to play recording" and answer the following ques-
tions.

Do you remember giving voice commands that would result
in these recordings?

O Yes, these recordings contain my commands and were
intentional

O No, these recordings do not contain my commands and
were unintentional

Use the slider to express your feelings after listening to these
recordings.

O Shocked

O Neutral

O Surprised

What kind of information do these voice recordings contain?

Do these voice recordings contain private/sensitive informa-
tion?

O All of them

O Some of them

O None of them

Do you consider these voice recordings a beach of privacy? In
other words, the fact that voice was being recorded without
your knowledge is an invasion of privacy.

O Strongly Agree

O Somewhat Agree
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O Neither agree nor disagree
O Somewhat Disagree
O Strongly Disagree
(8) Do you believe you can delete these voice recordings?
O Yes
O No
O I am not sure

(9) If you selected “Yes" for the previous question, briefly ex-
plain how you would delete these recordings, otherwise type

“N/A".

(10) Studies have shown that people do not pay attention to
all questions in the surveys. This impacts the quality of
the collected data. In order to ensure that you are paying

attention, please select 2 from the options below.
01
02
03
04
05

(11) Please express how much you agree or disagree to the fol-

lowing statements.

Consumers have lost all control over how personal informa-

tion is collected and used by companies.
O Strongly Agree

O Somewhat Agree

O Neither agree nor disagree

(12)

(13)

(14)
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O Somewhat Disagree

O Strongly Disagree

Most businesses handle the personal information they collect
about consumers in a proper and confidential way.

O Strongly Agree

O Somewhat Agree

O Neither agree nor disagree

O Somewhat Disagree

O Strongly Disagree

Existing laws and organizational practices provide a reason-
able level of protection for consumer privacy.

O Strongly Agree

O Somewhat Agree

O Neither agree nor disagree

O Somewhat Disagree

O Strongly Disagree

Please indicate how concerned you are about data privacy
on a scale from 1 to 10.

(Unconcerned) (Strongly concerned)
010203040506070809010

If there is there anything else you would like to mention,
please write it below.

Create an 8 character code consisting of letters and digits
(e.g., 1gbn4hbl) and write it down here. Use this same code
in the code box of your HIT submission window. DO NOT
use 1gbn4hbl.
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